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**Resumen**

En este informe vamos a tratar en primer lugar con la codificación para la compresión de datos mediante los métodos de Huffman, Shannon-Fano y RLC, para dicho trabajo se desarrollo un programa en java que aplica dichos métodos para comprimir archivos de texto.

En la segunda parte del informe trataremos con canales de transmisión de información, para los mismos se desarrolló un programa en java que, a partir de un canal de información dado y las probabilidades de las entradas calcula diferentes parámetros relevantes para interpretar un canal de información.

**Primera parte: Codificación y compresión**

**Introducción**

Al hablar de compresión de datos, se hace referencia a reducir el tamaño de un archivo. Esto permite principalmente ahorrar espacio al guardarlo y ahorrar tiempo al transmitirlo. Para lograr esto se emplea un programa capaz de comprimir y descomprimir el archivo de texto hecho en java, este programa solicita la dirección del archivo origen y permite seleccionar que tipo de compresión se realizara (Huffman, Shannon-Fano o RLC).

Al comprimir obtendremos un archivo que no solo contiene los datos codificados mediante el método correspondiente si no también un diccionario para la decodificación.

Al descomprimir el archivo se utiliza el diccionario guardado en el comprimido y a partir de la codificación se obtiene nuevamente el archivo de texto sin pérdida de información.

Los métodos utilizados para generar los algoritmos de Huffman y Shannon-Fano son de tipo recursivo, mientras que el método utilizado para codificar mediante RLC es de tipo iterativo.

**Método de Huffman**

El método Huffman se basa en crear un código compacto óptimo que codifique los símbolos del archivo en un alfabeto binario, utilizando {0,1}.

A partir de esto se da la compresión dado que en el alfabeto original cada símbolo utiliza 8 bits para representarse sin importar su probabilidad, y en la codificación de Huffman cada símbolo utiliza una cantidad de bits optima obtenida a partir de su probabilidad de aparición.

El código de Huffman se obtiene a partir de un proceso recursivo que en cada paso agrupa los símbolos menos probables para formar un nuevo símbolo. Obteniendo así una denominada fuente reducida, sobre la cual se repite la fusión de los dos símbolos menos probables hasta llegar a una fuente reducida de sólo dos símbolos. Comenzado por esta última fuente reducida se construye el código compacto para cada fuente, asignando en la última un cero y un uno en los símbolos respectivamente. La fuente reducida anterior se codifica copiando las palabras código al símbolo de precedencia. Si el símbolo precede de la fusión de dos, la palabra se copia a los dos que se originaron, y para diferenciarlas añadiendo el símbolo 0 a una, y 1 a la otra. Así en la última iteración se obtiene un código compacto óptimo para la fuente original. La longitud media Lm del código Huffman asociado a la fuente S, sin memoria, extendida a orden n, está limitado: H(S) ≤ Ln /n< H(S)+1/n.

Para realizar esta compresión en nuestro caso lo primero que se realiza es una lectura del archivo en formato UTF-8 y a partir del mismo se guarda una tabla con los símbolos y las probabilidades relativas.

A partir de la tabla anterior se genera una lista ordenada (en un vector), con los nodos que estarán posteriormente en el árbol de Huffman, los hijos de los nodos en esta etapa no contienen nada.

Luego se procede a formar el árbol de Huffman, para esto sumamos los dos nodos con las probabilidades menores y creamos un nuevo nodo unión de estos cuyos hijos serán los nodos que agrupamos en él. Este nuevo nodo se agrega a la lista en la posición que le corresponda y se procede de igual manera hasta que la lista contenga un solo nodo (la raíz del árbol).

Ahora que ya esta formado el árbol lo recorremos de forma recursiva hasta llegar a las hojas manteniendo un String en el cual al desplazarnos a la izquierda se agrega un 0 y en su lugar al desplazarnos a la derecha se agrega un 1. Al llegar a una hoja se inserta el nodo con la codificación actual de la recursividad en una lista que será el diccionario de la codificación.

Para comprimir el archivo en primer lugar se guarda el diccionario para utilizarlo en la descompresión del archivo, luego a partir del diccionario se realiza una nueva lectura del archivo original y se guarda la representación en bits correspondiente a cada símbolo ordenada en una estructura de bits. Al terminar la lectura del archivo origina se guarda la estructura de bits en el comprimido y termina la compresión.

Para descomprimir el archivo leemos en primer lugar el diccionario de datos del comprimido y luego la estructura de bits. A partir de la estructura de bits se van consumiendo los mismos cotejando con el diccionario si la secuencia representa algún símbolo, de ser así se escribe dicho símbolo en un archivo de texto nuevo, se limpia la secuencia anterior de bits y se continúa leyendo bits hasta descomprimir el archivo completamente.

**Método de Shannon-Fano**

El método de Shannon-Fano se base en crear un código compacto subóptimo que codifique los símbolos del archivo en un alfabeto binario {0,1}.

A partir de esto se da la compresión dado que en el alfabeto original cada símbolo utiliza 8 bits para representarse sin importar su probabilidad, y en esta codificación cada símbolo utiliza una cantidad de bits subóptima a partir de su probabilidad de aparición.

El código Shannon-Fano solo alcanza una cota de L ≤ H(S) + 2 (donde L es la longitud media del código y H(S) la entropía), por lo tanto, se dice que es subóptimo. Para obtenerlo se ordenan los símbolos según su probabilidad en forma decreciente y se dividen los símbolos en dos subconjuntos lo más equiprobables posibles, a los que se le asigna un bit 0 o 1 respectivamente. Este procedimiento se repite para todos los subconjuntos hasta que todos los subconjuntos tengan un elemento.

Para realizar esta compresión al igual que en Huffman lo primero que realizamos es una lectura del archivo en formato UTF-8 y a partir del mismo se guarda una tabla con los símbolos y las probabilidades relativas.

Luego al igual que en Huffman creamos un vector ordenado de mayor a menor probabilidad con los nodos que representan a cada símbolo y su probabilidad.

A partir del vector ordenado anterior se procede a formar el diccionario. Para ello se utiliza una función recursiva en la que en cada iteración se divide el vector a la mitad de acuerdo a la probabilidad de aparición de los símbolos y a la mitad izquierda se le agrega un 1 en su representación binaria, mientras que a la mitad derecha se le agrega un 0. Esta división en mitades se repite hasta que ya no se puedan dividir (la subdivisión solo contiene un nodo) y en ese momento se toma el símbolo del nodo y su representación para guardarla en el diccionario.

La compresión y descompresión del archivo se realiza de igual manera que la descripta anteriormente en Huffman dado que lo único necesario para las mismas es el diccionario que funciona igual en ambos métodos.

**RLC**

El método de RLC codifica identificando secuencias de datos con el mismo valor consecutivo que son almacenadas como un único valor más su número de apariciones. Este tipo de compresión, al igual que Huffman y Shannon-Fano, es una compresión sin pérdidas.

Para comprimir utilizando RLC primero se abre el archivo deseado en formato UTF-8 al igual que en los anteriores. Luego se lee símbolo a símbolo para ir contando sus apariciones consecutivas y se los guarda en el archivo comprimido como una dupla “Símbolo”,” Apariciones”. En nuestro caso para mejorar el caso de una única aparición consecutiva evitamos guardar la cantidad de apariciones dejando implícito que se trata de una sola, cada par esta separado por un espacio. De esta manera se repite la codificación hasta consumir todos los símbolos del archivo de texto y guardarlos en el archivo de texto comprimido.

Este método no requiere de guardar ningún tipo de diccionario en el comprimido, y tampoco de recorrer mas de una vez el archivo de texto original.

Para descomprimir se lee en primer lugar el símbolo y luego se continúa leyendo hasta encontrar un espacio. Se emiten tantas repeticiones del símbolo como las que hayan sido leídas del comprimido y si la lectura no tenía un numero de repeticiones se toma implícitamente como una única repetición. Se continua de la misma manera con el siguiente par hasta concluir la descompresión.

**Conclusiones de la compresión**

Como se puede apreciar en las tablas 1.1 y 1.2 anexadas en el apéndice, al comprimir los archivos de texto mdp-español.txt y mdp-frances.txt lo primero que notamos es que RLC en lugar de reducir su tamaño, lo aumenta. Esto tiene sentido dado que RLC es un método de compresión útil cuando se trata de fuentes de información que repiten secuencias de un mismo símbolo y en el caso de las palabras en nuestros archivos de texto no es así, pro lo que para representar cada símbolo esta utilizando mas lugar que en el archivo original.

Luego si pasamos a tratar exclusivamente con Huffman y Shannon-fano, podemos ver como Huffman en ambos casos da una mayor tasa de compresión que Shannon-Fano. Esto se debe a que el código de Huffman es optimo mientras que el de Shannon-Fano es subóptimo. A partir de dicha idea podemos ver como también esto representa que Shannon-Fano tenga una mayor redundancia por lo que nos aporta menos cantidad de información por byte en la compresión.

También podemos apreciar en los resultados que la tasa de compresión es relativamente baja, no alcanza siquiera 1,1 en ningún caso (teniendo en cuenta Shannon-Fano y Huffman exclusivamente). Concluimos que esto se debe a nuestra forma de persistir el diccionario en el archivo comprimido, dado que al remover el diccionario la tasa de compresión aumenta hasta llegar a 1,75 aproximadamente. Por ello podemos concluir que estas compresiones aumentarán su eficiencia cuanto mas grande sea el archivo de texto dado que el tamaño del diccionario se mantendrá constante disminuyendo así el porcentaje que representa del archivo comprimido final.

En cuanto a los idiomas podemos concluir que el frances tiene una mayor cantidad de símbolos para representar lo mismo dado que el archivo original tiene un mayor tamaño y además esto se ve reflejado en el tamaño del diccionario que es mayor en el frances. Pero a parte de esto podemos ver que ambos idiomas se comprimen a una tasa similar y no tienen grandes diferencias de tamaño.

**//Verificación de código compacto**

Un código compacto es aquel en el que las longitudes de las palabras cumplen con ser iguales al siguiente entero mayor a la cantidad de información de dicho símbolo

*Techo= función que devuelve el siguiente entero mayor de un numero real*

*Vector= vector de símbolos (contiene probabilidad y códigos)*

*Condición =verdadero*

*I=0*

*Mientras que i sea menor que la cantidad de símbolos y condición sea verdadero hacer*

*Condición= Techo de (cantidad de información del vector en i) es igual a longitud del código del vector en i*

*Fin del mientras*

*Devolver condición*

Este pseudocódigo devuelve si para un vector que representa una fuente y posee una codificación dicha codificación es compacta.

Utilizando a la fuente de memoria nula “D” (ver en apéndice) con longitudes de código 1 , 2 , 3 , 4 , para cada símbolo respectivamente. El resultado obtenido es que el código no es compacto. Es lógico que la condición no se cumpla dado que la función utilizada para generar el código instantáneo no fue hecha teniendo en cuenta elegir longitudes de palabra que cumplan con la condición de compacto.

**Fuentes de Markov**

Trataremos con fuente de Markov con memoria de orden uno, esto significa que la probabilidad de aparición de un símbolo depende del símbolo anterior generado. Estas fuentes de memorias estarán representadas por una matriz de transición de estados o de pasaje

**Cálculo del vector estacionario**

Si tenemos en cuenta que tratamos con fuentes ergódicas (todos los estados del proceso son alcanzables desde otro estado), el vector estacionario representa para estas fuentes las probabilidades a la que tienden los símbolos después de una gran cantidad de emisión de los mismos. Dicho en otras palabras, a medida que se emiten más símbolos la probabilidad de aparición de alguno en específico tiende a estabilizarse alcanzando el valor correspondiente en el vector estacionario.

Para calcular el vector estacionario a partir de la matriz de transición la multiplicamos por sí misma una elevada cantidad de veces de esta forma la probabilidad de cada símbolo a partir de otro símbolo tiende a la del vector estacionario.

Pseudocódigo de la multiplicación de matrices:

*I = 0 (fila) ; J=0 ( columna) ; K= 0*

*Mientras que I sea menor que la cantidad de símbolos hacer*

*Mientras que J sea menor que la cantidad de símbolos hacer*

*Matriz Auxiliar en [I][J] = 0*

*Mientras que K sea menor que la cantidad de símbolos hacer*

*Matriz Auxiliar en [I][J] = Matriz Auxiliar en [I][J] +Matriz en [I][K] \* matriz en [K][J];*

*K=K+1*

*Fin Mientras*

*J=J+1*

*Fin Mientras*

*I=I+1*

*Fin Mientras*

*Devuelve Matriz Auxiliar*

*FIN*

El pseudocódigo mostrado multiplica la matriz por sí misma y la devuelve. Elegimos ejecutar esta multiplicación arbitrariamente 20 veces consecutivas ya que pudimos apreciar con dicha cantidad la probabilidad de cada símbolo ya era estable en las fuentes de prueba.

Ejemplos de cálculo:

Utilizando una fuente de Markov “A” (ver en apéndice) a partir de su matriz de transición al realizar la ejecución del programa obtuvimos el vector estacionario es: a= 0.47534 b=0.10530 c=0.05331 d= 0.36604

Comprobaremos el vector estacionario a través de la generación de una secuencia de 100 símbolos y veremos la cantidad de apariciones de cada uno.

Secuencia 1: CDACDADADAAADADAACBADADADDABBADAAACDADAABADADDDCDADADADABCDADADADADABADDABBADADACDADAAADADABAADADADA

Cantidad de apariciones: A=47 , B=9, C=7, D=37

Secuencia 2: ADADAAADCBBABADADADDADABABACDAAAADADABADDDAAAAADDADADADADADDADADADADADABBBADDADACDADACDCBCDCDADADADA

Cantidad de apariciones: A=45 , B=10, C=7, D=38

Como podemos ver la cantidad de apariciones de cada símbolo concuerda con la probabilidad de aparición de los mismos en el vector estacionario.

**Cálculo de la entropía (fuente de Markov)**

Utilizamos un algoritmo para calcularla que está representado en el siguiente pseudocódigo:

*Resultado = 0;*

*n = cantidad de símbolos;*

*i=0 (fila) , j=0 (columna)*

*Mientras i sea menor que n hacer*

*Acumulador = 0;*

*Mientras j sea menor que n hacer*

*Probabilidad = matriz de Transición en [j][i]*

*Cantidad de Información = 0;*

*Si probabilidad es mayor que 0 hacer*

*Cantidad de Información = -1 \* log(probabilidad) / log(base)*

*Fin Si*

*Acumulador = acumulador+ probabilidad \*Cantidad de Información*

*Fin Mientras*

*resultado =resultado+ vector Estacionario en [i] \* acumulador*

*Fin Mientras*

*Devolver resultado*

*FIN*

Calculamos la entropía utilizando este pseudocódigo para la matriz de transición de la fuente de Markov “B” de 6 símbolos (ver en apéndice), el resultado fue: 1.8334.

Repitiendo la conclusión sacada a partir del cálculo de la entropía de la fuente de memoria nula podemos ver que al calcular la entropía de la fuente de Markov “A” de 4 símbolos nos dio: 1.36204, vuelve a cumplirse que la entropía aumenta con la cantidad de símbolos.

**Generación de secuencia de símbolos**

Para simular la generación de símbolos a partir de una fuente nuestra idea fue a partir de un número aleatorio entre 0 y 1 sumar las probabilidades de aparición de cada símbolo hasta alcanzar dicho número aleatorio. El último símbolo sumado al alcanzar el número aleatorio será el símbolo generado.

Pseudocódigo para memoria nula

*Vector= Vector de símbolos*

*I= 0*

*Numero Random = Real entre 0 y 1*

*Suma de Probabilidades= la probabilidad del vector en posición I (en este caso es 0)*

*Mientras Suma de Probabilidades sea menor o igual a Numero Random hacer*

*I=I+1*

*Suma de Probabilidades = Suma de Probabilidades+ la probabilidad del vector en posición I*

*Fin Mientras*

*Devuelve símbolo correspondiente del vector en I*

*FIN*

La lógica de este pseudocódigo muestra como obtuvimos un símbolo para una fuente de memoria nula pero también fue aplicada para fuentes de Markov de orden 1. Tuvimos en cuenta en el momento de calcular el símbolo para una fuente de Markov que la probabilidad a sumar es la proveniente del símbolo anterior y está en la matriz de transición de estados.

Los resultados de generación de secuencia de símbolos para todas las fuentes se pueden ver en el apéndice anexado.

**Conclusión**

Pudimos realizar un programa capaz de trabajar con fuentes de memoria nula y de Markov, permitiendo realizar los cálculos correspondientes a cada una así como simular la generación de una secuencia de símbolos de las mismas.

El uso de este programa y la prueba sobre diferentes fuentes nos permitió comprender ciertas características de su comportamiento a partir de los resultados obtenidos. Por ejemplo ver que el vector estacionario coincide con la cantidad de apariciones de los símbolos en una simulación o que la entropía en general aumenta al aumentar la cantidad de símbolos, entre otras conclusiones expuestas durante el desarrollo de este informe.

**Apéndice**

Tablas de compresión de archivos

**Tabla 1.1**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **mdp-español** | Original | Huffman | Shannon-Fano | RLC |
| Tamaño | 5044 bytes | 4608 bytes | 4626 bytes | 9982 bytes |
| Tasa de compresión | - | 1,0946 | 1,0904 | 0,6157 |
| Tamaño sin diccionario | - | 2873 bytes | 2905 bytes | - |
| Tasa de compresión sin diccionario | - | 1,7557 | 1,7363 | - |
| Rendimiento | - | 0,9912 | 0,9803 | - |
| Redundancia | - | 0,0088 | 0,0197 | - |

**Tabla 1.2**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **mdp-frances** | Original | Huffman | Shannon-Fano | RLC |
| Tamaño | 5237 bytes | 4816 bytes | 4836 bytes | 10213 bytes |
| Tasa de compresión | - | 1,0874 | 1,0829 | 0,6393 |
| Tamaño sin diccionario | - | 2961 bytes | 2985 bytes | - |
| Tasa de compresión sin diccionario | - | 1,7687 | 1,7544 | - |
| Rendimiento | - | 0,9944 | 0,9861 | - |
| Redundancia | - | 0,0056 | 0,0138 | - |